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Existing Challenges

EEGsignals are highly non-linear and non-stationary,
making them noisy and challenging to analyze.

Limited availability of public datasets restricts the ability
to develop and validate models

lack of standardized international protocols,
complicating consistent data collection and analysis
Extracting significant features from EEGdata is difficult




Objectives

1 Develop newalgorithms to breakdown data for analysis
2. Use existing algorithms to classify patients using data
3. Malidate existing methods for classifying patients

4. Msualization of decomposed data signals and features

Introduce new data processing/analyzing techniques while
using existing machine learning methods for sorting and

classification




Introduction to Alzheimer’s

- Characterized by permanent degradation in brain neurons
- 100% Fatality Rate - Tth leading mortality rate in US

- Symptoms : Memory loss, disorientation, behavior change,
personality change
- Active Methods rely on early detection to curb symptoms
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Data Preprocessing 1

Electroencephalography (EEG):

e Measures electrical activity
generated by neurons in the
brain using electrodes placed
on the scalp

e Postsynaptic potentials of
pyramidal neurons

e High temporalresolution and
non-invasive



Data Preprocessing 2

Butterworth Band-Pass Filter (0.5-45 Hz)

Standardizes signal by using Al and A2 as references

Automatic artifact rejection technique (ASR)
ICA Method - RunICA Method

Signal Processing




Signal Processing

Empirical Mode Decomposition

~Decompose non-linear and
non-stationary signals into finite
number of components

~ Sub-categories (EMD, EEMD,
MEMD, NA-MEMD, etc)

~ Significant features capture
without distorting time domain

Power Spectral Density

~Measures the signal’s power
over the frequency domain.

~ Used with RBP for bandpower
extraction

~ Used for understanding energy
and power distribution




Empirical Mode Decomposition
Showing 10 out of 10 IMFs
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Data Overview

~19 scalp electrodes and 2 reference electrodes

AD FTD HC
R He] Total (min) 4855 276.5 402
Time | Range (min) [6.1,213] | [7.9,169] | [125,165]
Average (yrs) 66.4 63.6 67.9
Age
SD (yrs) 7.9 8.2 5.4
Average (yrs) 17.75 22.17 30
MMSE
SD (yrs) 45 8.22 0




Data and Feature Abstraction

PSD - bandpower -extraction (alpha, beta)

Multivariate Empirical Mode Decomposition

Feature Extraction (see next slide)

Machine Learning Models (SWM, XGBoost, R-forest)

| Cross Validation (LOSO, K-fold)




Features
Extracted

LBP - normalize bandpower

Norm - overall power

Energy - intensity

HFD - complexity

KFD - irregularity and self-similarity
LZC - randomness via distinct patterns
MF - dominant frequency

HP (AMC) - temporal properties
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Machine Learning

Support vector machine (SVM)
XGBoost (XGB)
Random Forest (RF)

Cross Validation

K- fold Validation
o K=10 (applied ML)
e K=n (LOSO)
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Findings/Conclusion

HC v. AD HCv. FTD ADv. FTD
Acc. F1 Acc. F1 Acc. F1
SVM 56% 71% 57% 71% 62% 75%
RF 65% 65% 68% 72% 63% 77%
XGBoost 65% 66% 66% 72% 62% 77%




Findings/Conclusion

Channel-Sample Original (s) New (S) SpeedUp
5-500 2.50 2.82 11% ¥
10-1000 5.27 3.43 54% %
15-5000 22.64 12.56 80% 2
20-10000 86.83 31.69 174% %




Summary of Conclusion

Machine Learning NA-MEMD
e Testing accuracy of68%on o New MEMD method is
smalldata ;
exponentially faster than
e XGBoost provides good alternative
accuracy with faster
execution. o Prototype for NA MEMD with

; expansive noise options
e RFdelivers the best P P

accuracy but with higher
time overhead




Future Improvements

Alternative algorithms Further bandpower

and artifact removal decomposition [0-
4Hz], [13-45Hz]

Features

More features focusing Implement neural

on multivariate net;/vorks (CNN, RNN,
etc

relationships



Thank you!

Questions?
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